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The objective of Division of Medical Data Informatics is to develop fundamental 
data informatics technologies for medical data, including algorithm theory, big data 
technologies, artificial intelligence, data mining, and privacy preserving 
technologies. Medical data, especially genome data are increasing exponentially 
from basics to clinical research in medical science. Our aim is to innovate medical 
science with novel data informatics solutions.

1.   Development of Privacy Preserving Technolo-
gies for Medical Data

a.   (ε, κ)-Randomized Anonymization

Akihito Yamamoto1, Eizen Kimura2, Tetsuo 
Shibuya1: 1Division of Medical Data Informatics, In-
stitute of Medical Science, The University of Tokyo, 
2Medical school of Ehime University

As the amount of biomedical and healthcare data 
increases, data mining for medicine becomes more 
and more important for health improvement. At the 
same time, privacy concerns in data utilization have 
also been growing. The key concepts for privacy pro-
tection are k-anonymity and differential privacy, but 
k-anonymity alone cannot protect personal presence 
information, and differential privacy alone would 
leak the identity. To promote data sharing through-
out the world, universal methods to release the entire 
data while satisfying both concepts are required, but 
such a method does not yet exist. Therefore, we pro-
pose a novel privacy-preserving method, (ε, k)-Rand-
omized Anonymization. In this study, we first pres-
ent two methods that compose the Randomized 
Anonymization method [1]. They perform k-an-
onymization and randomized response in sequence 
and have adequate randomness and high privacy 

guarantees, respectively. Then, we show the algo-
rithm for (ε, k)-Randomized Anonymization, which 
can provide highly accurate outputs with both k-ano-
nymity and differential privacy. In addition, we de-
scribe the analysis procedures for each method using 
an inverse matrix and expectation-maximization 
(EM) algorithm. In the experiments, we used real data 
to evaluate our methods’ anonymity, privacy level, 
and accuracy. Furthermore, we show several exam-
ples of analysis results to demonstrate high utility of 
the proposed methods.

b.   Differentially Private SNPs Ranking Publica-
tion of GWAS

i)    Compressive Mechanism-based Method with 
Haar Wavelet Transform

Akihito Yamamoto1, Tetsuo Shibuya1: 1Division of 
Medical Data Informatics, Institute of Medical Sci-
ence, The University of Tokyo

To promote the use of personal genome informa-
tion in medicine, it is important to analyze the rela-
tionship between diseases and the human genomes. 
Therefore, statistical analysis using genomic data is 
often conducted, but there is a privacy concern with 
respect to releasing the statistics as they are. Existing 
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methods to address this problem using the concept of 
differential privacy cannot provide accurate outputs 
under strong privacy guarantees, making them less 
practical. In this study, for the first time, we investi-
gate the application of a compressive mechanism to 
genomic statistical data and propose two approaches 
[2]. The first is to apply the normal compressive mech-
anism to the statistics vector along with an algorithm 
to determine the number of nonzero entries in a 
sparse representation. The second is to alter the mech-
anism based on the data, aiming to release significant 
single nucleotide polymorphisms with a high proba-
bility. In this algorithm, we apply the compressive 
mechanism with the input as a sparse vector for sig-
nificant data and the Laplace mechanism for nonsig-
nificant data. By using the Haar wavelet transform for 
the compressive mechanism, we can determine the 
number of nonzero elements and the amount of noise. 
In addition, we give theoretical guarantees that our 
proposed methods achieve ε-differential privacy. We 
evaluated our methods in terms of accuracy and rank 
error compared with the Laplace and exponential 
mechanisms. The results show that our second meth-
od in particular can guarantee high privacy assurance 
as well as utility.

ii)   Enhancement via a Joint Permutate-and-Flip

Akihito Yamamoto1, Tetsuo Shibuya1: 1Division of 
Medical Data Informatics, Institute of Medical Sci-
ence, The University of Tokyo

Owing to an increase in the amount of biomedical 
and healthcare data, privacy concerns regarding the 
use of genomic data have become well-recognized. 
Specifically, it is essential to develop personalized 
medicine to extract significant loci associated with 
diseases through large-scale genomic statistical anal-
yses while protecting privacy. Although there are sev-
eral differentially private methods for this purpose, 
they are too computationally complex to achieve high 
accuracy, and there is room for improvement in terms 
of the output error. In this study, we propose a novel 
mechanism, Joint Permute-and-Flip, that can provide 
higher-quality outputs than state-of-the-art tech-
niques for top-K selection [8]. We also present an effi-
cient algorithm that can perform Joint Permute-and-
Flip in O(m log m) time when the dataset contains m 
elements, making it applicable even to large-scale 
analyses involving 106 elements. Additionally, we 
propose new score functions suitable for genomic sta-
tistical analysis that can be expressed as a single equa-
tion and achieve high accuracy. This is expected to 
facilitate the construction of accurate and efficient 
scores for a wider variety of genome statistics. Exper-
imental results demonstrate that our Joint Permute-
and-Flip method outperforms existing methods in 
terms of both accuracy and rank error and requires 
only half the run time of the exponential mechanism.

c.   Differentially Private Publication of GWAS Sta-
tistics

i)   Publication via Local Differential Privacy

Akihito Yamamoto1, Tetsuo Shibuya1: 1Division of 
Medical Data Informatics, Institute of Medical Sci-
ence, The University of Tokyo

As the amount of personal genomic information 
and privacy concerns in data publication have been 
growing, several studies have pointed out that the 
presence information of a particular individual could 
be revealed from the statistics obtained in large-scale 
genomic analyses. Existing methods for releasing ge-
nome statistics under differential privacy do not pre-
vent the leakage of personal information by untrusted 
data collectors. In addition, the existing studies for 
statistical tests using a contingency table had restric-
tions on the number of cases and controls. Moreover, 
the methods for correcting for population stratifica-
tion cannot protect genotype information. Thus, de-
veloping a more general and stronger method is de-
sired. In this study, we present privacy-preserving 
methods for releasing key genome statistics [6]. Our 
methods enhance the randomized response technique 
and guarantee individuals’ privacy, even when un-
trusted data collectors exist. Moreover, our methods 
do not require any restrictions on the contingency ta-
bles, and they also guarantee the privacy of targeted 
genotype information for the analyses to correct for 
population stratification. The experimental results in-
dicate that our methods can achieve comparable high 
accuracy to existing methods while preserving priva-
cy more strictly from any data collectors. Further-
more, for statistical analysis using a contingency ta-
ble, we consider the case where different privacy 
budgets are assigned to each of the row and column 
information, and present optimal methods in terms of 
privacy assurance for the entire table that outperform 
the existing method. Overall, this study is the first 
step toward genomic statistical analysis under local 
differential privacy.

ii)   Publication using Smooth Sensitivity

Akihito Yamamoto1, Tetsuo Shibuya1: 1Division of 
Medical Data Informatics, Institute of Medical Sci-
ence, The University of Tokyo

With the recent increase in the medical data and 
health awareness, the use of genomic data to promote 
personalized medicine has been widely considered. 
Simultaneously, privacy concerns have arisen with 
the publication of statistics obtained from large-scale 
genomic statistical analysis such as GWAS. All exist-
ing differentially private methods for GWAS statistics 
protect privacy by adding noise based on global sen-
sitivity, considering the worst-case scenario of possi-
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ble datasets. However, the amount of noise required 
in practical cases is considerably smaller, and these 
methods do not achieve the desired accuracy in pri-
vate statistics. In this study, we propose a privacy-pre-
serving method for publishing much more accurate 
statistics using smooth sensitivity, which generates 
tailored noise for each dataset [7]. We first introduce a 
more rigorous theorem on the properties of the noise 
distribution than was known previously and propose 
a new ϵ-differentially private method for publishing 
GWAS statistics. We also provide theoretical proof of 
the privacy guarantee. Thereafter, we present novel 
theorems for computing the smooth sensitivity signif-
icantly faster than conventional approaches. This ena-
bles the application of smooth sensitivity to GWAS 
statistics, which would otherwise be impossible be-
cause of the exceedingly high computational com-
plexity. Based on these theorems, we performed de-
tailed analyses of key GWAS statistics and developed 
efficient algorithms to obtain their smooth sensitivi-
ties. Experimental results demonstrate that our pro-
posed methods achieve at least 3 times higher accura-
cy than existing global sensitivity-based methods. 
Furthermore, the execution time is sufficiently short, 
and the accuracy increases when the dataset becomes 
larger, suggesting that our methods are suitable for 
the publication of statistics in large-scale analysis. Be-
cause our method is expected to be applicable to other 
general statistics, this study is an important step to-
ward highly accurate statistical analysis using smooth 
sensitivity.

d.   Differential Private Publication of Graph Prop-
erties

i)    Reducing Communication Cost for Publishing 
Differentially Private Subgraph Counting

Quentin Hillebrand1, Vorapong Suppakitpaisarn2, 
Tetsuo Shibuya1: 1Division of Medical Data Infor-
matics, Institute of Medical Science, The University 
of Tokyo, 2Graduate School of Information Science 
and Technology, The University of Tokyo

We suggest the use of hash functions to cut down 
the communication costs when counting subgraphs 
under edge local differential privacy [5]. While vari-
ous algorithms exist for computing graph statistics, 
including the count of subgraphs, under the edge lo-
cal differential privacy, many suffer with high com-
munication costs, making them less efficient for large 
graphs. Though data compression is a typical ap-
proach in differential privacy, its application in local 
differential privacy requires a form of compression 
that every node can reproduce. In our study, we in-
troduce linear congruence hashing. With a sampling 
rate of s, our method can cut communication costs by 
a factor of s2, albeit at the cost of increasing variance in 
the published graph statistic by a factor of s. The ex-

perimental results indicate that, when matched for 
communication costs, our method achieves a reduc-
tion in the l2-error for triangle counts by up to 1000 
times compared to the performance of leading algo-
rithms.

ii)   Hardness of Bounding Influence via Graph 
Modification

Robert Barish1, Tetsuo Shibuya1: 1Division of Medi-
cal Data Informatics, Institute of Medical Science, 
The University of Tokyo

We consider the problem of minimally modifying 
graphs and digraphs by way of exclusively deleting 
vertices, exclusively deleting edges, or exclusively 
adding new edges, with or without connectivity con-
straints for the resulting graph or digraph, to ensure 
that centrality-based influence scores of all vertices 
satisfy either a specified lowerbound or upperbound 
[3]. Here, we classify the hardness of exactly or ap-
proximately solving this problem for: (1) all vertex- 
and edge-deletion cases for betweenness, harmonic, 
degree, and in-degree centralities; (2) all vertex dele-
tion cases for eigenvector, Katz, and PageRank cen-
tralities; (3) all edge-deletion cases for eigenvector, 
Katz, and PageRank centralities under a connectivity 
and weak-connectivity constraint; and (4) a set of 
edge-addition cases for harmonic, degree, and in-de-
gree centralities. We show that some of our results, in 
particular those for eigenvector, Katz, and PageRank 
centralities, hold for planar or planar subcubic classes 
of graphs and digraphs. Finally, under a variety of 
constraints, we establish that no polynomial time con-
stant factor approximation algorithm can exist for 
computing the cardinality of a minimum set of verti-
ces or minimum set of edges whose deletion ensures 
a lowerbound betweenness centrality score, or a low-
er- or upperbound eigenvector, Katz, or PageRank 
centrality score unless P = NP.

iii)  Hardness of Counting Proper Connected Col-
orings

Robert Barish1, Tetsuo Shibuya1: 1Division of Medi-
cal Data Informatics, Institute of Medical Science, 
The University of Tokyo

A k-proper connected 2-coloring for a graph is an 
edge bipartition which ensures the existence of at 
least k vertex disjoint simple alternating paths (i.e., 
paths where no two adjacent edges belong to the 
same partition) between all pairs of vertices. In this 
work, for every positive integer k, we show that exact-
ly counting such colorings is #P-hard under many-
one counting reductions, as well as #P-complete un-
der many-one counting reductions when k = 1. 
Furthermore, for every positive integer k and every ε> 
0, we show that the worst case asymptotic running 
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time for any algorithm approximating the number of 
k-proper connected 2-colorings for an order n graph 
within a multiplicative factor of 1 + ε must be at least 
the worst case asymptotic running time of an algo-
rithm approximating an n-variable instance of #3-SAT 
within the same multiplicative factor. Here, assuming 
the Exponential Time Hypothesis (ETH), for every 
positive integer k and every ε > 0, we are able to rule 
out the existence of a 2o(nk)/ε2 algorithm for approxi-
mating the number of k-proper connected 2-colorings 
of an order n graph within a factor of 1 + ε. In addi-
tion, for every positive integer k, we rule out the exist-
ence of a 2o(nk) time algorithm for finding a k-proper 
connected 2-coloring of an order n graph under the 
ETH, or for exactly counting such colorings assuming 
the moderated Counting Exponential Time Hypothe-
sis (#ETH) [9].

2.   Development of Artificial Intelligence Technol-
ogies for Biomedical Research

a.   Feature Selection for Cancer Classification

Zixuan Wang1, Yi Zhou2, Tatsuya Takagi3, Jiangning 
Song4, Yu-Shi Tian3 and Tetsuo Shibuya1: 1Division 
of Medical Data Informatics, Institute of Medical 
Science, The University of Tokyo, 2Beijing Interna-
tional Center for Mathematical Research, Peking 
University, 3Graduate School of Pharmaceutical 
Sciences, Osaka University, 4Biomedicine Discovery 
Institute and Monash Data Futures Institute, 
Monash University

Microarray data have been widely utilized for 
cancer classification. The main characteristic of mi-
croarray data is “large p and small n” in that data con-
tain a small number of subjects but a large number of 
genes. It may affect the validity of the classification. 
Thus, there is a pressing demand of techniques able to 
select genes relevant to cancer classification. This 
study proposed a novel feature (gene) selection meth-
od, Iso-GA, for cancer classification [10]. Iso-GA hy-
brids the manifold learning algorithm, Isomap, in the 
genetic algorithm (GA) to account for the latent non-
linear structure of the gene expression in the microar-
ray data. The Davies–Bouldin index is adopted to 
evaluate the candidate solutions in Isomap and to 

avoid the classifier dependency problem. Additional-
ly, a probability-based framework is introduced to 
reduce the possibility of genes being randomly select-
ed by GA. The performance of Iso-GA was evaluated 
on eight benchmark microarray datasets of cancers. 
Iso-GA outperformed other benchmarking gene se-
lection methods, leading to good classification accu-
racy with fewer critical genes selected. The proposed 
Iso-GA method can effectively select fewer but critical 
genes from microarray data to achieve competitive 
classification performance.

b.   KEGG for Taxonomy-based Analysis of Path-
ways and Genomes

Minoru Kanehisa1, Miho Furumichi1, Yoko Sato2, 
Masayuki Kawashima3 and Mari Ishiguro- 
Watanabe4: 1Institute for Chemical Research, Kyoto 
University, 2Digital Lab Division, Fujitsu Limited, 
3Network Support Co. Ltd, 4Division of Medical 
Data Informatics, Institute of Medical Science, The 
University of Tokyo

KEGG is a manually curated database resource in-
tegrating various biological objects categorized into 
systems, genomic, chemical and health information. 
Each object (database entry) is identified by the KEGG 
identifier (kid), which generally takes the form of a 
prefix followed by a five-digit number, and can be re-
trieved by appending /entry/kid in the URL. The 
KEGG pathway map viewer, the Brite hierarchy 
viewer and the newly released KEGG genome brows-
er can be launched by appending /pathway/kid, /
brite/kid and /genome/kid, respectively, in the URL. 
Together with an improved annotation procedure for 
KO (KEGG Orthology) assignment, an increasing 
number of eukaryotic genomes have been included in 
KEGG for better representation of organisms in the 
taxonomic tree. Multiple taxonomy files are generat-
ed for classification of KEGG organisms and viruses, 
and the Brite hierarchy viewer is used for taxonomy 
mapping, a variant of Brite mapping in the new KEGG 
Mapper suite. The taxonomy mapping enables analy-
sis of, for example, how functional links of genes in 
the pathway and physical links of genes on the chro-
mosome are conserved among organism groups.
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